Statistical Methods oo

INTRODUCTION

Statistics deals with the methods for collection, classification and analysis of numerial data for drawing
valid conclusions and making reasonable decisions. It has meaningful applications in production engineering, in
the analysis of experimental data, etc. The importance of statistical methods in engineering is on the increase.
As such we shall now introduce the student to this interesting field.

(1) COLLECTION OF DATA

The collection of data constitutes the starting point of any statistical investigation. Data may be
collected for each and every unit of the whole lot (population), for it would ensure greater accuracy. But
complete enumeration is prohibitively expensive and time consuming. As such out of a very large number of
items, a few of them (a sample) are selected and conclusions drawn on the basis of this sample are taken to
hold for the population.

(2) Classification of data. The data collected in the course of an inquiry is not in an easily assimilable
form. As such, its proper classification is necessary for making intelligent inferences. The classification is done
by dividing the raw data into a convenient number of groups according to the values of the variable and finding
the frequency of the variable in each group.

Let us, for example, consider the raw data relating to marks obtained in Mechanics by a group of 64
students :

79 88 75 60 93 71 59 85
84 75 82 68 90 62 88 76
65 75 87 74 62 95 78 63
78 82 75 91 77 69 74 68
67 73 81 72 63 76 75 85
80 73 57 88 78 62 76 53
62 67 97 78 85 76 65 71
78 89 61 75 95 60 79 83
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This data can conveniently be grouped and shown in a tabular form as follows :

Class Frequency Cumulative frequency
60—54 i 1
56—59 2 3
GO—64 9 12
65—69 7 19
T0—74 8 27
75—T79 17 44

EduKannada.Com 80—84 6 50
90—94 B 61
45—009 S | 64

Total =64

It would be seen from the above table that there is one student getting marks between 50—54, two
students getting marks between 55—59, nine students getting marks between 60—64 and so on. Thus the 64
figure have been put into only 10 groups, called the classes. The width of the class is called the class interval
and the number in that interval is called the frequency. The mid-point or the mid-value of the class is called the
class mark. The above table showing the classes and the corresponding frequencies is called a frequency table.
Thus a set of raw data summarised by distributing it into ¢ number of classes alongwith their frequencies is
known as a frequency distribution.

While forming a frequency distribution, the number of classes should not ordinarily exceed 20, and should
not, in general, be less than 10. As far as possible, the class intervals should be of equal width.

(3) Cumulative frequency. In some investigations, we require the number of items less than a certain
value. We add up the frequencies of the classes upto that value and call this number as the cumulative
frequency. In the above table, the third column shows the cumulative frequencies, i.e., the number of students,
getting less than 54 marks, less than 59 marks and so on.

IEEE] GRAPHICAL REPRESENTATION

A convenient way of representing a sample frequency
distribution is by means of graphs. It gives to the eyes the general 151
run of the observations and at the same time makes the raw data
readily intelligible. We give below the important types of graphs
in use :

(1) Histogram. A histogram is drawn by erecting
rectangles over the class intervals, such that the areas of the
rectangles are proportional to the class frequencies. If the class
intervals are of equal size, the height of the rectangles will be
proportional to the class frequencies themselves (Fig. 25.1).

(2) Frequency polygon. A frequency polygon for an | L.
ungrouped data can be obtained by joining points plotted with the 4
variable values as the abscissae and the frequencies as the \
ordinates. For a grouped distribution, the abscissae of the points // \
will be the mid-values of the class intervals. In case the intervals 0
are equal, the frequency polygon can be obtained by joining the
middle points of the upper sides of the rectangles of the histogram
by straight lines (shown by dotted lines in Fig. 25.1). If the class Fig. 25.1
intervals become very very small, the frequency polygon takes the
form of a smooth curve called the frequency curve.

(3) Cumulative frequency curve-Ogive. Very often, it is desired to show in a diagrammatic form, not
the relative frequencies in the various intervals, but the cumulative frequencies above or below a given value.
For example, we may wish to read off from a diagram the number or proportions of people whose income is not
less than any given amount, or proportion of people whose height does not exceed any stated value. Diagrams of
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this type are known as cumulative frequency curves or ogives. These are of two kinds ‘more than’ or ‘less than'
and typically they look somewhat like a long drawn S (Fig. 25.2).
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Example 25.1. Draw the kistogram, frequency polygon, frequency curve and the ogive 'less than’ and
‘more than’ from the following distribution of marks obtained by 49 students :

Class Frequency Cumulative frequency
(Marks group) (No. of students) (Less than) {More than)
5—10 & /3 49
10—15 6 1] 44
15—20 s 26 28
20—25 10 36 23
2530 5 41 13
30—35 4 45 8
35—40 2 47 4
40—45 2 48 2

Solution. In Fig. 25.1, the rectangles show the hisiogram; the dotted polygon represents the frequency
polygon and the smooth curve is the frequency curve.
The ogives ‘less than’ and ‘more than’ are shown in Fig. 25.2.

EEE] COMPARISON OF FREQUENCY DISTRIBUTIONS

The condensation of data in the form of a frequency distribution is very useful as far as it brings a long
series of observations into a compact form. But in practice, we are generally interested in comparing two or more
series. The inherent inability of the human mind to grasp in its entirety even the data in the form of a frequency
distribution compels us to seek for certain constants which could concisely give an insight into the important
characteristics of the series. The chief constants which summarise the fundamental characteristics of the
frequency distributions are (i) Measures of central tendency, (ii) Measures of dispersion and (ii) Measures of
skewness.

EEEl MEASURES OF CENTRAL TENDENCY

A frequency distribution in general, shows clustering of the data around some central value. Finding of
this central value or the average is of importance, as it gives a most representative value of the whole group.
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Different methods give different averages which are known as the measures of central tendency. The commonly
used measures of central value are Mean, Median, Mode, Geometric mean and Harmonic mean.

(1) Mean. Ifx,, x,, x4, ..., x, are a set of n values of a variate, then the arithmetic mean (or simply mean)
is given by

g = X+ X+ Xg ot X, | (1)
n n

In a frequency distribution, ifx,, x,, ..., x, be the mid-values of the class-intervals having frequencies f,, f,,

..., [, respectively, we have

flxl + fﬂx'.’ ot fnxn _ Eflx'l

fi+fo+..+f,  Ef
Calculation of mean. Direct method of computing especially when applied to grouped data involves
heavy calculations and in order to avoid these, the following formulae are generally used :

. 2)

fd

1. Short-cut method XxX=A+ # (3)
¥f

I Step-deviaticn method % = A+ B T"' (4)

whered = x — A and u = (x - A)Y/h, A being an arbitrary origin and & the equal class interval.
Proof. If x,, x,, ..., x, are the mid-values of the classes with frequencies f,, f,, ..., f,, we have
Ifx, = Xf (A + d)) = AXf, + £fd,
_ Ifx Xfd,
F = — L= A 4 —L L
T, X,
Further u; =d/h or d;= hu, Substituting this value in (3), we get (4).

Obs. The algebraic sum of the deviations of all the variables from their mean is zero, for
= e J:X,
X, = F) =55~ 5= ¥/x, - 237, =0.
Cor. If X,, X, be the means of two samples of size n, and n,, then the mean ¥ of the combined sample of size n, + n,

is given by
n,xl + ngxs

i =
n, +n,
For n, ¥ = sum of all observations of the first sample,
and n, ¥y = sum of all observations of the second sample. EduKannada.Com

sum of the observations of the combined samiple = n, %} +n,%;.
Also number of the observations in the combined sample = n, + n,.

mean of the combined sample = wﬁ .
h Ry

Example 25.2. The following is the frequency distribution of a random sample of weekly earnings af 509

employees : .
Weekly earnings : 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
No. of employees : 3 6 10 15 24 42 75 90 79 55 36 26 19 3.9 7
Calculate the average weekly earnings.

Solution. The calculations are arranged in the following table. The arbitrary origin is generally taken as
the value corresponding to the maximum frequency.

By direct method, we huve
Mean % = 2% 18,315 _ o616
3f 509
By step-deviation method, we have

. 295
X —A-l-h):f —25+2x509

=25+ 1.16 = 26.16, which is same as found above.



(2) Median. If the values of a variable are arranged in the ascending _order'of magnitude, the median is the
middle item if the number is odd and is the mean of the two middle items if the number is even. Thus the median
is equal to the mid-value, i.e., the value which divides the total frequency into two equal parts.

For the grouped data,
N-C =)
Median = L + Lf——)- xh E g
where L = lower limit of the median class, N = total frequency, EduKannada.Com

f = frequency of the median class, h = width of the median class,
and  C = cumulative frequency upto the class preceding the median class.

Quartiles. Quartiles are those values which divide the fmquency into four equal parts, when the vuluas are
arranged in the ascending order of magnitude. The lower quartile (Q,) is mid-way between the lower extreme and the
median. The upper quartile (Q,) is midway between the median the upper axtreme

For the grouped date, these are calculated by the formulae :

Q! =L‘+ SJ%Q'K}I

i EN-O
and Q, L+ —*—f—- xh
where L = lower limit of the class in which @, or @ lies, [ = frequency of this class, & = width of the class
and C = cumulative frequency upto the class preceding the class in which @, or @, lies

The diﬂizrew between the upper and lower quamies ie., Q:;—-(.?1 is called the mter-quarhle range.

(3) Mode. The mode is defined as that ua!ue of the nanable wo‘uch oceurs most frequeatly. i.e., the value of
the maximum frequency.

For a grouped distribution, it is given by the formula
4

A+ A,y h

where L = lower limit of the class containing the mode,

Mode=L +
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A, = excess of modal frequency over frequency of preceding class,
A, = excess of modal frequency over following class,
and h = size of modal class.

For a frequency curve (Fig. 25.1), the abscissa of the highest ordinate determines the value of the mode.
There may be one or more modes in a frequency curve. Curves having a single mode are termed as unimodal,
those having two modes as bi-modal and those having more than two modes as multi-modal.

Obs, In a symmetrical distribution, the mean, median and mode coincide. For other distributions, however, they
are different and are known to be connected by the empirical rélationship !
Mean - Mode = 3(Mean - Median).

Example 253, Caleulate median and the lower and upper quartiles from the distribution of marks
obtained by 49 students of example 25.1. Find also the semi-interquartile range and the mode,

Solution. Median (or 49/2) falls in the class (156—20) and is given by

15 + __________(49!]?;_11 x5=15+ %é = 19.5 marks.
Lower quartile @, (or 49/4) = 12.25) also falls in the class 15—20.
.. @49/e)-11 125
Q,-15+—15 x5—15+—3--15.4marks
Upper quartile (or ;,3- x 49 = 36.75) falls in the class 256—30.
Q,=25+ MXS = 25.75 marks.

Semi-interquartile range = (@, - Q,) = 25'752_ o 10_;235

Mode. 1t is seen that the mode value falls in the class 15—20. Employing the formula for the grouped
distribution, we have

= 5.175.

15-6
(15-6)+(15-10)

Mode = 15 + x5 = 18.2 marks.

Obs, In Fig, 26.2, the ogives meet at a point whose abscissa is 19.5 which is the median of the distribution. The
values for the lower and upper quartiles are similarly seen to be 15.4 (for frequency 12.25) and 25.7 (for frequency 38,75).

Example 25.4. Given below are the marks obtained by a batch of 20 students in a certain class test in
Physics and Chemistry.

Roll No. of Marks in Marks in Roll No. of Marks in Marks in
students Physics Cheniistry students Physics Chemistry
1 a3 58 11 25 10
2 o4 55 12 42 42
J 52 25 13 33 I5
4 32 32 14 48 46
& 30 26 15 72 50
6 60 85 16 51 64
7 47 44 I7 45 39
8 16 80 18 33 38
9 35 RS 19 65 30
10 28 72 | 20 29 36

In which subject is the level of knowledge of the students higher ¢

Solution. The subject for which the value of the median is higher will be the subject in which the level of
knowledge of the students is higher. To find the median in each case, we arrange the marks in ascending order
of magnitude :



Median marks in Physics = A M. of marks of 10th and 11th terms

- 45;46 =455

Median marks in Chemistry = A.M. of marks of 10th and 11th items.

_ 39-;42 - 405

Since the median marks in Physics is greater than the median marks in Chemistry; the level of knowledge
in Physics is higher.

Solntnon Let f,, f, be the missing frequenmes of the classes 30—40 and 50——60 respechvely
Since the median lies in the class 40—50,

229/2 - (12+30 + f,)

46 = 40 + x 10

which gwes f, = 33.5 which can be taken as 34.
fo=229 —(12 + 30 + 34 + 65 + 25 + 18) = 45.
(4) Geometric mean. If x, x,, ..., x, are a set of n observations, then the geometric mean is given by
GM. = (% x; .. x, )P

65.

or log GM. = % (log x; + log x, + ... + log x,) <3
In a frequency distribution, let Xy, Xy, -y X, be the central values with corresponding frequencies f,, f,, ...,
f,» we have : '

GM. = [(x)f . (x,)"... (2,0 | " Wheren =X,

or log GM. = L 17, log x, + f, log x, + .. + , log ] (2)

Hence (1) and (2) show that logarithm of G.M. = A.M. of logarithms of the values.
(5) Harmonic mean. If x, x,, ... x, be a set of n observations, then the harmonic mean is defined as the
reciprocal of the (arithmetic) mean of the reccproca!s of the quantities. Thus

HM. = 1

1,1, 1]
nly = x x,

In a frequency distribution, H.M. = 1 where n = If,.

D




Solution. Let AB=BC=CA=skm

Time taken to travel from A to B = 5/30
Time taken to travel from B to C = s/40
Time taken to travel from C to A = s/50

; - 3 ' ~1(s8 .8 .8
s average time taken ...3[.30+40+50)

s :
3 30*40 50,

In other words, the average speed is the kamwuic mean of 30, 40, 50 km./ hr.
Hence the average speed = 38.3 km/hr.
(30 o

Thus the average speed ® 7 (

PROBLEMS 25.1
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9. Following table gives the cumulative frequency of the age of a group of 199 teachers. Find the mean and median age

of the group.
Ageinyears: 20—25 25—30 30—35 35—40 40—45 4550 50—55 B55—B0 B0—65 65—70
Cum. frequ. ; 21 40 an 130 146 166 176 186 195 199
10. Recast the following cumulative table in the form of an ordinary frequency distribution and determine the median
and the mode
No. of No, No. of No.
days absent of students days absent of students

Less than 6 29 Less than 30 644

Less than 10 224 Less than 35 650

Less than 15 465 Less than 40 663

Liess than 20 b8&2 Less than 45 6656

Less than 25 634

EEX3 MEASURES OF DISPERSION

Although measures of central tendency do exhibit one of the
important characteristics of a distribution, yet they fail to give any idea
as to how the individual values differ from the central value, ie.,
whether they are closely packed around the central value or widely
scattered away from it. Two distributions may have the same mean and
the same total frequency, yet they may differ in the extent to which the Same mean different dispersion
individual values may be spread about the average (See Fig. 25.3). The Fig. 25.3
magnitude of such a variation is called dispersion. The important
measures of dispersion are given below :

(1) Range. This is the simplest measure of dispersion and is given by the difference between the greatest
and the least values in the distribution, If the weekly wages of a group of labourers are

4 21 23 28 25 35 42 39 48
then range = Max. value — Min. value = 48 — 21 =% 27.

(2) Quartile deviation or semi-interquartile range. One half of the interquartile range is called
quartile deviation, or semi-interquartile range. If @, and @, are the first and third quartiles, the semi-
interquartile range

Q=3(@Q,-Q).
(3) Mean deviation. The mean deviation is the mean of the absolute differences of the values from the
mean, median or mode. Thus mean deviation (M.D.)

1
= ;E}: |x;, —A|
where A is either the mean or the median or the mode. As the positive and negative differences have equal

effects, only the absolute value of differences is taken into account.

(4) Standard deviation. The most important and the most powerful measure of dispersion is the stan-
dard deviation (S.D.) : generally denoted by o. It is computed as the square root of the mean of the squares of the
differences of the variate values from their mean.

Thus standard deviation (S.D.)

_ | B -%)
o Bt

where N is the total frequency Zf.

If however, the deviations are measured from any other value, say A, instead of ¥, it is called the root-
mean-square deviation.

The square of the standard deviation is known as the variance.

Calculation of S.D. The change of origin and the change of scale considerably reduces the labour in the
calculation of standard deviation. The formulae for the computation of ¢ are as follows :
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I. Short-cut method

2 2
o {z;;' (22| @
1. Step-deviation method ’
#2 n2
o= w[zg-_ () @

where d, = x, - A and d'; = (x, = AV/h, being the assumed mean and h the equal class interval.
Proof. We know that x, - ¥ =(x, - A) - (x —-A)
- Hix,~ )P =3fld, - (¥ —ANP=Zfd?+(x -APLf,-2x -A)Zfd,

(f.d,) sfd,
=Xfd?- —-"— v FeAs T
fi [] z{; [ x Zf; ]
sflx-%)° Ifd’ (z‘f.d. T
H 02 = ] - £y |
ence 73 5 3
Further d’, = (x, -AVh =d /h or d, =hd’, then substituting this value in (2), we get (3).
Ohbs. The root mean square deviation is least when measured from the mean.
The root mean square deviation ig given by
Y s
a.’nglgl_ and g&:[ﬂq-g&]-ﬂ =x-A
Y, Y, Y,
from (2), we have s2=a?+ (% -AY wal4)

This shows that s is always > o and the least value of 5* = 6. This oceurs when A = &

[EXEEA (1) COEFFICIENT OF VARIATION

The ratio of the standard deviation to the mean, is known as the coefficient of variation. As this is a ratio
having no dimension, it is used for comparing the variations between the two groups with different means. It is
often expressed as a percentage.

Coefficient of variation = % x 100

(2) Relations between measures of dispersion
(i) Quartile deviation = 2/ 3 (standard deviation)
(ii) Mean deviation = 4/5 (standard deviation)

[EEX] STANDARD DEVIATION OF THE COMBINATION OF TWO GROUPS

Ifm,, o, be the mean and S.D. of a sample of size n, and m,, 6, be those for a sample of size n,, then the S.D.
o of the combined sample of size n, + n, is given by

(n, +ny)0? = n,6} + n,6% + n,D} + n,D?
where D; = m; — m, m being the mean of combined sample.
From (4), we have ns® = no® + n(¥ —A)* where n is the size of the sample.
i.e. sum of the squares of the deviations from A = no® + n(¥ - A%~
Now let us apply this result to the first given sample taking A at m. Then, sum of the squares of the

deviations of n, items from m = n,c? + n,(m, — m)* ...(B)
Similarly for the second given sample taking A at m, sum of the squares of the deviations of n, items from
m = ny,03 + ny(my —m)? ...(6)

Adding (5) and (6), sum of the squares of the deviations of n, + n, items from m
=n,07 + n2o.) +n,(m, —m)® + n(m, — m)*
(ny + n,) 6% =n,6% + n,06% + n,D? + n,D?
Tth result can be extended to the combination of any number of samples, giving a result of the form
(En,) 6® = Z(n,02) + Z(n D).



mean=9+£$=9"

2 ] ——
Standard deviation = %}: %} %] = 1.607.

s 99548% T2 _ [:E._
mean wage = 32.5 + 8 x 3 =325+8| 50 -?.'531.35

Standard deviation = 8 | =




Solution. Let x denote score of A and y that of B.
Taking 51 as the origin, we prepare the following table :

| s e 10 _
For A, AM. ¥ =51+ = =51~ 5 =50

_ _yJE® (zd)| _ 2) = 41,
S.D.o, ”{‘T'(T) }_411750..8-(-1) ) =41.8

coefficient of variation = % x100 =418 . 100 = 83.6%

50
For B, AM. 7 51+z—8 51—%:27

2
S.D. %_\,{xs [?]} ¥(930.2 - (- 24)°} = 18.8

coefficient of variation = % %100 = lg?—a x100 = 69.6%
Since the AM. of A > A M. of B, it follows that A is a better score getter (i.e., more efficient) than B.
‘Since the coefficient of variation of B < the coefficient of variation of A, it means that B is more consistent
than A. Thus even though A is a better player, he is less consistent.

Solution. Wehave  n,=50, %; =113,0,=6
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If ¥ is the mean of the entire data,
_ X Xy +ng¥y  50%113 +60x120 +90x115 _ 23200
T o omy+nytng 50 + 60 + 90 ~ 200
If ¢ is the S.D. of the entire data,
No? = n,6f + n,02 + nyo} + n,Di + n,D? + nD}

=116 1b.

where N=n,+n,+n,=200,D,=% -%¥=-3,D,=%,-%¥ =4andD;=%;,-X =—1.

10.

11.

12,

20062=50x36+60x49+90x64+50x9+60x 16+90x1
= 1800 + 2940 + 5760 + 450 + 960 + 90

o?= 1§gg0 =60. Hence o= 60 =7.746 Ib.

PROBLEMS 25.2

The crushing strength of 8 cement concrete experimental blocks, in metric tonnes per sq. cm., was 4.8, 4.2,5.1, 4.8,
4.4,4.7, 4.1 and 4.5. Find the mean crushing strength and the standard deviation.

Show that the varianee of the first n positive integers is ﬁ (n*-1). (V.T.U., 2008)
The mean of five items of an observation 13 4 and the variance ig 5.2. If three of the items are 1, 2 and 6; then find
the other two. (V.T.U, 2002)
For the distribution

2 5 6 7 8 9 10 11 12 13 14 15

i 18 15 34 47 68 90 80 62 35 27 11

find the mean, median and lower and upper quartiles, variance and the standard deviation.

. The following table shows the marks obtained by 100 candidates in an examination, Calculate the mean, median and

atandard deviation ¢
Marks obtained ; 1—10 11—20 21—30 31—40 41—50 651—60
No. of candidates : 3 16 26 a1 16 8

(Ogmania, 2003 8 ; V.T.U., 2003 S)
Compute the quartile deviation and standard deviation for the following :
&7 100—109  110—119  120—129 130—138 140—149 150—169 160—169 170—179
i 15 44 133 150 126 82 85 16
Caleulate (i) mean deviation about the mean, (if) mean deviation about the median for the following distribution :
Class @ 3—4.9 5—6.9 7—8.9 9—-10.9 11—12.9 13—14.9 15—16.9

r g b 8 30 82 45 24 6 (Madras, 2002)
Twao observers bring the following two sets of data which represent measurements of the same quantity ;

I. 105.1 1034 104.2 104.7 104.8 105.0 104.9

i 105.3 105.1 104.8 105.2 108.7 102.9 103.1

Calculate the standard deviation in each case. Which set of data is more reliable ? Can the same conclusion be
reached by calculating the mean deviation ?

Obs. The smaller the coefficient of variation, the greater is the reliability or consistency in the data.

The heights and weights of the 10 armymen are given below. In which characteristics are they more variable ?
He.lght in cm. 170 172 168 177 1?'9 171 173 1_.78 173 179

Weight in kg. 5 74 75 76 71 73 76 75 746
The index number of prices of two articles A and B for six consecutive weeks are given below !

A: 314 326 336 368 404 412

B 330 331 320 318 321 330

Find which has a moere variable price ?

The scores of two golfers A and B in 12 rounds are given below. Who is the better player and who is the more
consistent player ? }

A 74 76 78 72 78 7 79 81 79 76 72 n

B: 87 84 80 88 89 85 86 82 82 79 86 80

The scores obtained by two batsmen A and B in 10 matches are given below :

A 30 44 66 62 60 34 80 46 20 38

B: 34 46 70 38 56 48 60 34 45 30

Calculating mean, S.D. and coefficient of variation for each batsman, determine who is more efficient and who is
more consistent.
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13, Find the mean and standard deviation of the following two samples put together :

Sample No. Size Mean S.D.
1 50 158 6.1
2 60 164 46

14. A distribution consists of three components with frequencies 200, 250 and 300 having means 26, 10 and 15 and
S.Ds. 3, 4 and 5 respectively. Show that the mean of the combined distribution i 16 and its 8.D. is 7.2
approximately.

EEEN (1) MOMENTS

The rth moment about the mean x of a distribution is denoted by p_and is given by

b= v Hilx -3 (1)
The corresponding moment about any point a is defined as
= -I- ifi(x, —a) .2)
In partlcular we have Mo =K =1 .(3)
B ﬁﬂ;(x,--xho;p,': %U,-(x,-—al = X —a=d,say ..(4)
o= % fi(x, - ) = o2, .(5)
(2) Moments about the mean in terms of moments about any point.
We have
p, = %Ef:{ -x) =—Ifl(x —a)-(¥-a)
= LIf(X,~dy where X,=x-a,d=% -a.
= UEX] —CdEf X[+ Cd B X -
= 1= "l + W, =i .(6)
In particular,
Hy = — 13 A7)
pa [.1'3 = 3,1’2“!1 + 2“‘ ---(8)
=W A+ 6T - 3p (9)

These three results should be committed to memory. It should be noted that in each of these relations, the
sum of the coefficients of the various terms on the right side is zero. Also each term on the right side is of the
same dimension as the term on the left.

SKEWNESS

Skewness measures the degree of asymmetry or the +vely shewed =y ahaped
departure from symmetry. If the frequency curve has a
longer ‘tail’ to the right, i.e., the mean is to the right of the
mode [as in Fig. 25.4 (a)], then the distribution is said to
have positive skewness. If the curve is more elongated to the
left, then it is said to have negative skewness [Fig. 25.4 (b)].
The following three measures of skewness deserve s FE R
mention : 258 §2F
= 3% 3
mean — mode = = § =
(i) Pearson’s® coefficient of skewness = ——
c (a) (b)
Fig. 25.4

* After the English statistician and biologist Karl Pearson (1857-1936) who did pioneering work and found the English
school of statistics.



(i1) Quartile coefficient of skewness = Qs+ -29,

Q-6

Its value always lies between — 1 and + 1.

(iii) Coefficient of skewness based on third moment v, = Jﬁ :
where By = nj/m

Thusy, = JE gives the simplest measure of skewness.

rAnel KURTOSIS

Kurtosis measures the degree of peakedness of a distribution and is given by f, = p,/uZ.

/\m/\

(a) Leptokurtic (b) Platykurtic (¢) Mesokurtic
Fig. 25.5
= B, — 3 gives the excess of Kurtosis. The curves with B, > 3 are called Leptokurtic and those with
P, <3 as Platykurtm The normal curve for which B, = 3, is called Mesokurtlc [Fig. 25.5].

L. The first four moments about the working
ﬁmra’nﬂ ﬁt‘ the moments abaut the mean{ A
ness and k&mm ofmmmm | >

Solution. The first four moments about the arbltrary origin 28 5are p’, =0.294, W', = 7.144, p'; = 42.409,
W, = 454.98.

Zﬁ(x 285)——-fo ~28.5=% -28.5=0.294 or ¥ =28.794
u2 W, — W3 =7.144 - (0.294)* = 7.058
=Wy 3|.1 gy + 35} = 42400 - (7.144X0.294) + 20.294)" = 36.151.

11 =Wy — AWy + 6] - 3p
= 454.98 — 4(42.409) x (0. 294) + 6(7.144)(0.294)? — 3(0.294)* = 408.738

Now B, = u/u3 = (36.151)%/(7.058)" = 3.717
B, = p /2 = 408.738/(7.058)> = 8.205.
71 = Jﬁ = 1.928, which indicates considerable skewness of the distribution.
, = By — 3 = 5.205 which shows that the distribution is leptokurtic.

3 Yy o T L Xnen _l’m"'r
'igl '.:18', g ! 35 . 4;2 I:I, J'r;'ﬁ \

Solution. Here total frequency N = Zf, = 230.
The cummulative frequency table is
Weight (Ibs) : 70-80  80-90  90-100 100-110 110-120 120-130 130-140 140-150

35 12 18 35 42 50 45 20 8
cum. [. : 12 30 65 107 157 202 222 230
Now N/2 = 230/2 = 115th item which lies in 110-120 group.
median or @, = L+m$qxh =110+11—557#x10=111‘6

Also N/4 = 230/4 = 57.5 i.e. @, is 57.5th or 58th item which lies in 90-100 group.



Smmsnow Mewoos
N/4-C 57.5- 30
- Q= L+—f— xh =90+ 22— x10=97.85
‘Similarly, 3N/4 = 172.5 i.e. @ is 173rd item which lies in 120130 group.
3N/4-C 172.5 157

Hence quartile coefficient of skewness = Q1Q:2+Q12Q2
97 85+123.44 -2x111.6

- 0,07
193.44 - 97.85 fagpeuy!

[EEEE]] CORRELATION |

So far we have confined our attention to the analysis of observations on a single variable. There are,
however, many phenomenae where the changes in one variable are related to the changes in the other variable.
For instance, the yield of a crop varies with the amount of rainfall, the price of a commodity increases with the
reduction in its supply and so on. Such a simultaneous variation, i.e. when the changes in one variable are
associated or followed by changes in the other, is called correlation. Such a data connecting two variables is
called bivariate population.

If an increase (or decrease) in the values of one variable corresponds to an increase (or decrease) in the
other, the correlation is said to be positive. If the increase (or decrease) in one corresponds to the decrease (or
increase) in the other, the correlation is said to be negative. If there is no relationship indicated between the
variables, they are said to be independent or uncorrelated.
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To obtain a measure of relationship between the two variables, Yi
we plot their corresponding values on the graph, taking one of the
variables along the x-axis and the other along the y-axis. (Fig. 25.6).

Let the origin be shifted to (%, ¥), where ¥, ¥ are the means of x's

and y’s that the new co-ordinates are given by
X=x-x, Y=y-y.

Now the points (X, Y') are so distributed over the four quadrants
of XY-plane that the product XY is positive in the first and third
quadrants but negative in the second and fourth quadrants. The
algebraic sum of the products can be taken as describing the trend of
the dots in all the quadrants.

() If XY is positive, the trend of the dots is through the first
and third quadrants, Fig. 25.6
(i7) if ZXY is negative the trend of the dots is in the second and fourth quadrants, and
(zi¢) if ZXY is zero, the points indicate no trend i.e. the points are evenly distributed over the four
quadrants.

¥

The ZXY or better still %EX'Y, i.e., the average of n products may be taken as a measure of correlation. If

we put X and Y in their units, i.e., taking o, as the unit for x and ¢, for y, then
1. XY . XXY

—, Le,
n o, o, no,o,

is the measure of correlation.

PAREN COEFFICIENT OF CORRELATION

The numerical measure of correlation is called the coefficient of correlation and is defined by the relation

XY
ne,c,

r=

where X = deviation from the mean ¥ =x - ¥, Y = deviation from the mean y=y -5,
o, = S.D. of x-series, o, = S.D. of y-series and n = number of values of the two variables.

Methods of calculation :
(a) Direct method. Substituting the value of o_and o, in the above formula, we get

r= ——m— (1)
V(EX?zY?)
Another form of the formula (1) which is quite handy for calculation is
r= nZxy - ZxXy -.(2)

VlinEx? - (£x)?} x (nZy® - (Zy)*)]

(b) Step-deviation method. The direct method becomes very lengthy and tedious if the means of the two
series are not integers. In such cases, use is made of assumed means. If d_ and d_ are step-deviations from the
assumed means, then ’

nid.d, - Xd Xd,
= 2 ) 2 7
VlinZd? - (3d,)*} x (nZd? - (2d, * 1)
whered, = (x —a)h and d, = (y - bi/k.

Obs. The chunge of origin and units do not alter the value of the correlation coefficient since r is a pure number.

.(3)

(e) Co-efficient of correlation for grouped data. When x and y series are both given as frequency
distributions, these can be represented by a two-way table known as the correlation-table. It is double-entry
table with one series along the horizontal and the other along the vertical as shown on page 848. The co-efficient
of correlation for such a bivariate frequency distribution is calculated by the formula.



n(Xfd,d,) - (Zfd NZfd,)
ﬂln}-'fd; ~(5d, *) x {nxfd,* *(Eﬁi,)’ll
where d, = deviation of the central values from the assumed mean of x-series,
d, = deviation of the central values from the assumed mean of y-series,
f'is the frequency corresponding to the pair (x, y)
and  n(= If) is the total number of frequencies.

From this table, mean of x, i.e., ¥ = 990/10 = 99 and mean of y, i.e. ¥ =980/10 = 98.
EX* = 170, ZY? = 140 and IXY = 92.
Substituting these values in the formula (1) p. 744, we have
XY 92

= = 9/154,8'= 0,
" (zx"nﬂ) 'J(l?OxMO) a1s 058,




Solution.

With the help of the above correlation table, we have
n(xfd d,) - (xfd NEfd,)
" linhd? — 1 Il - (xfd, )]

53)(86 10 x 16 - 4391
41(53x98 100) x (53 x 92 — 256)] V(5094 x 4620) 4850

= 0.91 (approx.).

m LINES OF REGRESSION

It frequently happens that the dots of the scatter diagram generally, tend to cluster along a well defined
direction which suggests a linear relationship between the variables x and y. Such a line of best-fit for the given
distribution of dots is called the line of regression (Fig. 25.6). In fact there are two such lines, one giving the best
possible mean values of y for each specified value of x and the other giving the best possible mean values of x for
given values of y. The former is known as the line of regression of y on x and the latter as the line of regression of
xony.




Consider first the line of regression of y on x. Let the straight line satisfying the general trend of n dots in
a scatter diagram be
y=a+bx (1)

We have to determine the constants ¢ and b so that (1) gives for each value of x, the best estimate for the
average value of y in accordance with the principle of least squares (page 816), therefore, the normal equations
for a and b are

Iy =na + bix ...(2)
and ZIxy = aXx + bIx? .(8)
1
(2) gives %Ey =a+b. ;Ex ie, y=a+bx.

This shows that (X, ¥), i.e., the means of x and y, lie on (1).
Shifting the origin to (%, ), (3) takes the form

Xx-¥Ny-3) = a¥x — ¥)+bX(x-x)%, but aX(x -%)=0,

b Tx—-2)y~ y) XY }:XY=rG_). { Vo XY ]
T mx-%° EX° not o, no,o
Thus the line of best fit becomes y -5 = rc—’(x— %) ..(4)

x .
which is the equation of the line of regression of y on x. Its slope is called the regression coefficient of y on x.
Interchanging x and y, we find that the line of regression of x on y is

- o -
x-X=r—=(y-3%) ...(B)
Oy
Thus the regression coefficient of y on x = ro /o, ..(6)
and the regression coefficient of x on y = ro /c, A7)
Cor. The correlation coefficient r is the geometric mean between the two regression co-efficients.
a
For rxpdx o2
o, o,

Emuple25.15.T?wtworagmswueqmnansofﬂmmabksxandyamxnwm 087yan&y=9116‘4
—Omﬁnd(E)mmuq"x’s.(wmmofy’snndﬁwthewmtaaonmeﬂicwmbe:mmrdndy. -
- V.T.U, 2004 Anna,m Burdwan, 2008)

Solution. Smce the mean of x’s and the mean of y’s lie on the two regression lines, we have
¥=19.13-0.87y (i)
y=11.64 -0.50x (i)
Multiplying (if) by 0.87 and subtracting from (i), we have
[1-(0.87)0.50)] ¥ =19.13 — (11.64X0.87) or 0.57 ¥ =9.00 or ¥ = 15.79
y =11.64 - (0.50)(15.79) = 3.74
regression coefficient of y on x is — 0.50 and that of x on y is — 0.87.

Now since the coefficient of correlation is the geometric mean between the two regression coefficients.
: r = V(- 0.50)(~ 0.87)] = V(0.43) = — 0.66.

[~ ve sign is taken since both the regression coefficients are — ve|

: Exmple 25.16.In tﬁefol!ow;mmblem recorded dcm shomng &he tes;saqms mdeﬁy mlea}nen ou gm
Salesmen T R s 0 e '7 (BT B N A
‘Testscores 40 70 50 60 80 50 90 40 )é) . o By :
Sales (000) " 85, 60 45 50 45 2.0 3.5 30 45 3.0, [

rhewbmofmluonmmandemtﬁ&mo&tp w%'ﬂdlﬁwmmﬂf
a.aa!eamnn m&esamreof?ﬂ ;

.k
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Solution. With the help of the table below, we have
x = mean of x (test scores) = 60 + 0/10 = 60
¥ = mean of y (sales) = 4.5 + (- 4.5)/10 = 4.05.
Regression line of sales (y) on scores (x) is given by
y-y =rio, /o, Nx-X%)

where rop 2Ny B [ma m]/tzd’—(rd,)"m]

B R ¢ I
2400-0%/10 2400
. the required regression line is
¥y —4.05=0.06(x -60) or y=0.06x+ 0.45.
For x=70,y=0.06 x 70 + 0.45 = 4.65.

Thus the most probable weekly sales volume for a score of 70 is 4.65.

Soluhon.Theequnhonatothehneofmgresmon of y on x and x on y are

y=Fr tip=nyand e =F =r 2E(y =)
Oy o,
-+ their slopes are m, = ro /o, _and m, = ¢ /ro,

tang< 2= _ o,/ro,-ro, /o, 1-r° 6.0,
T T mgm, 1+cl/ci  r  ol+cl

When r = 0, tan 6 — == or 8 = W2 i.e. when the variables are independent, the two lines of regression are
perpendicular to each other.

When r=+1, tan 8 =0i.e., 8 =0 or n. Thus the lines of regression coincide i.e., there is perfect correlation
between the two variables.

Thus



Solution. Since the regression lines pass thruugh (x, y), therefore,
4% - 55 +33=0, 20x -9y =107.
Solving these equations, we get ¥ =13, y =17.

Rewriting the line of regression of yonx asy = é-x-l-sa. we get

5
oy _4 :
b’x= r;:-a:—a- ---_(l-}
9 107
Rewriting the line of regression of x on y asx = oo+ we get
O —i e
b, = ra—’--.zo . Aii)
Multiplying (i) and (ii), we get
9
7'2 EXE =0.36 e r=0.6

Hence r = 0.6, thepomhvesxgnbemgtakenasb andb ‘both are positive.

Soluhun.(a)l..etz:x ysothatz x-y.
z2-z=(x-3)-(y-7)
or -2 =x-0*+(y-5*-2Ax-FNy-7)
Summing up for n terms, we have
Nz-2) =Nx -2 +Uy-7)° - 28x - TNy -7
ez _ Mx-F Hy-3° ,Hx-FNy-3)
n

n n n
- e P . I(x-XNy-5)
Le., of-og ""’;'Mx."y [ r=W
which is the required result.

(b) To fine r, we have to calculatec,, g, and ¢, _,. We make the following table :
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o IX? (XX

6= — - —

=N N

, I¥? (zYY 5328 (-80Y

gig 25 & | S =2 =58%8—

== {N] = (10] 8 — 64 = 468.8
o2 Mx-y? _[Ex ”’2-13596 1225 = 134.6
""" N | N ‘

From the above formula,

_ ©0.+0)-0;, 584.6+468.8-134.6
20,0,  2x24.18x23.85

= 0.876.

Example 25.20. While calculating correlation coefficient between two variables x and y from 256 gpuw,af
observations, 8heﬁtllnwmgresuus were obtained : n = 25, Tx = 125, &?=sso Xy = 100, w=4m rqyam

| . . Xy i i

Later it was discovered at the time of checking that the pairs of values g |79 were mpwd. down ap 8 4.
6|8 - :

Obtain the correct value of vorrelation coefficient. (V.T.U., 2011 8; S.V.T.U, .9009)

Solution. To get the correct results, we subtract the incorrect values and add the corresponding correct
values.
The correct results would be
¥n=25%x=125-6-8 + 8 + 6 = 125, Xx? = 650 — 62 — 8% + 8% + 6% = 650
Ty=100-14 -6+ 12 + 8 = 100, Zy* = 460 — 14? - 67 + 12? + 8% = 436
Txy=508-6x14-8x6+8x12+6 x8=520

nXxy — (Zx)Xy) 25 x 520 — 125 x 100
" JlnEe - (207) InEy” —(Ty)l] VI(25 x 650 — (125)°] (25 x 436 — (100)2]]
-2 _2
V(25x36) 3

rAR Ll STANDARD ERROR OF ESTIMATE

The sum of the squares of the deviations of the points from the line of regression of y on x is
Iy —a-bx)?=XUY-bX)P, where X=x-%,Y=y- 7

2
-_-Z( ~r—-X] =3y - 2:-(3/0)2XY+I-2(02,’0)EX2

= N.O'i —21‘(0,/0;)1". naxc_v+r2(a fo’i).ngf = uay(l_r&)_

Denoting this sum of squares by nS?, we have S =¢ J(l r?) (1)

Since S, is the root mean square dev:amon of the points from the regression line of y on x, it is called the
standard error of estimate of y. Similarly the standard error of estimate of x is given by

S, =0,\1-r% (2)

Since the sum of the squares of deviations cannot be negative, it follows that
r?<1 or —1<r<l.
i.e., correlation coefficient lies between — 1 and 1. (J.N.T.U., 2006)

Ifr=1o0r-1, the sum of the squares of deviations from either line of regression is zero. Consequently each
deviation is zero and all the points lie on both the lines of regression. These two lines coincide and we say that
the correlation between the variables is perfect. The nearer r? is to unity the closer are the points to the lines of



regression. Thus the departure of r? from unity is a measure of departure from linearity of the relationship
between the variables.

AN RANK CORRELATION

A group of n individuals may be arranged in order to merit with respect to some characteristic. The same
group would give different orders for different characteristics. Conmdenng the orders corresponding to two
characteristics A and B, the correlation between these n pairs of ranks is called the rank correlation in the
characteristics A and B for that group of individuals.

Let x,, y, be the ranks of the ith individuals in A and B respectively. Assuming that no two individuals are
bracketed equal in either case, each of the variables taking the values 1, 2, 3, ..., n, we have

Fsj= 1+2+3+...+n=u(n+1)=n+1
n 2n 2
If X, Y be the deviations of x, y from their means, then

nin+1° _n+l

IX? =3x, - = Ex +n(X)P-2%Lx,;=En+ ;25 -In
] 2
- u(n-l-l;(_ﬂn-l-l}_'_n(n:-l)z n{n;l) (n _a)
Similarly  ZY? = 15 (0~ n)
Zd?= XX+ IV - 25X Y,
or X, Y, = $(EX2+ ZY}_’-MEJ—-%(n”-n)-—m?
Hence the correlation coefficient between these variables is
1
XY, ﬁ(n n)-*fda _,_ 6%’
J(zx‘zzyz —1—2~(n8 —-n) n’-n

This is called the rank correlation coefficient and is denoted by p.

Solution. If d, =%~y thend,=~5,2,-4,2,2,0,1,-1,2,1
: 5d?=25+4+16+4+4+0+1+1+4+1=60
Hence o=l sm, 1-8%80 _ 06 neatty.

n-n 990




Solution. Here n = 10.

(n -1)
oeyoq. 8%di . 6x60 _
PRI D 10

Since p (z, x) is maximum, the pair of judges A and C have the nearest common approach.

J HC)L,I Ff 1S 25.4




SrarisTicAL METHODS
10—40 4070 70—100 Total
0—30 5 20 11 25
30—60 — 28 2 30
60—90 - 32 13 5
Total 5 80 15 100

9-

10.
11.

12.

13,

14,

15.

16.

Find two lines of regression and coefficient of correlation for the data given below : ; :

n =18, Ex = 12, Ty = 18, Lx? = 60, Ty? = 96, Exy = 48. (U.P.T.U., MCA, 2009)
If the coefficient of eorrelation between two variables x and y is 0.5 and the acute angle between their lines of
regression s tan~ ! (3/8), show that o, = 3 o, (VT.0., 2002)
For two random variables x and y with the same mean, the two regression lines arey =ax + b and x =0y + 3. Show
that %,, :—:%. Find also the common mean, tiﬂRi’.U_;’. 2010)

.Mr@@mvnﬁnblashavethemgmsaimlineswiﬂae_qu&tim&n%r=2ﬁand_ax,.y_sh.mathe. A .

and the correlation coefficient between x and y. (Madms, 20&2)
The regression equations of two variables x and y are x = 0.7y + 5.2, y = 0.3x + 2.8, Find the means of ﬂ;e_'yari;.hle!g
and the coefficient of correlation between them. (Osmania, 2002)

In a partially destroyed laboratory data, only the equations giving the two lines of regression of y on x andxf-oﬁ_y'aie
available and are respectively, 7x — 16y + 9 = 0, 5y — 4x — 3 = 0, Calculate the co-efficient of correlation, ¥ and .

The following results were obtained from records of age (x) and blood pressure () of & group of 10 men :
= Wl
Mean 53 142} and Zlx- 3)- y)=1220.

Variance 130 165
Find the appropriate regression equation and use it to estimate the blood pressure of a man whose age is 45.

Compute the standard error of estimate S_ for the respective heights of the l‘ollowing‘ql"z couples :
Height x of husband (inches) 68 66 68 65 69 66 68 65 71 67 68 70
Height y of wife (inches) 65 63 67 64 B8 62 70 66 68 67 69 71

Calculate the rank correlation coefficient from the following data showing ranks of 10 students in two subjects ;
Maths 3 8 9 2 7 10 4 6 1 5

Physics : 5 9 10 1 8 X 3 4 2 6

Find the rank correlation for the following data :

% 56 42 72 8 B3 47 bH5 49 38 42 68 60 _
¥y 7 147 125 160 118 149 128 150 145 115 140 152 156 ' -
(S.V.T.U., 2009 ; J.N.T.U., 2003)
r% YA OBJECTIVE TYPE OF QUESTIONS
PROBLEMS 25.5
Select the correct answer or fill up the blonks in eack of the following questions ;
1. The median of the numbers 11, 10, 12, 13, 9 is
(e) 125 (b) 12 () 10.5 (d) 11.
2. The mode of the numbers 7, 7, 7, 8, 10, 11, 11, 11, 12is
(a) 11 b1z - ()7 (d) 7 and 11.






